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A comprehensive review of digital mental health interventions and institutional reform, building on the work

of established researchers in the field.
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Part I: The Crisis

Executive Summary

Mental health faces a dual crisis. At the individual level, digital tools promise accessible care but struggle
with engagement—80% of app users stop within two weeks. At the systemic level, the mental health
workforce is short over 160,000 providers, patients wait over 23 hours in emergency departments for

psychiatric beds, and community mental health centers operate at unsustainable capacity.

This whitepaper synthesizes existing research on both crises, building explicitly on the foundational work
of researchers like Dr. John Torous (Harvard/Beth Israel Deaconess), the mindLAMP team, and decades of
clinical research. We claim no special insight. We aim only to connect dots that others have drawn,

identify gaps, and contribute where we can.

Key Findings

On Individual Tools:

Digital cognitive-behavioral therapy (CBT) shows moderate effectiveness in controlled trials (d = 0.4-

0.6 for depression, anxiety)

Real-world engagement is catastrophically low—median app retention at 14 days is under 4%

Heart rate variability (HRV) biofeedback shows strong evidence (d = 0.81 for anxiety)

Al chatbots fail at the most critical task: crisis detection and response

® Personalization can help engagement but creates new risks when poorly implemented
On Systems Reform:

* The US needs 160,000+ additional mental health providers (HRSA projection)

® Psychiatric boarding averages 23+ hours nationally, with some patients waiting days

988 crisis line implementation shows promise but faces capacity constraints

Certified Community Behavioral Health Centers (CCBHCs) demonstrate scalable models

International comparisons (UK IAPT, Australia Headspace) offer transferable lessons

On Al Safety:



® Current LLMs have documented limitations in crisis detection

® Research suggests caution when deploying Al in mental health crisis contexts

® Robust safety frameworks are prerequisites, not afterthoughts

* Hybrid human-Al models consistently outperform pure Al approaches

Our Position: Technology should serve as a bridge to human care, not a replacement for it. The evidence
consistently shows hybrid models—combining digital tools with human support—outperform either

alone. We focus on tools that are non-verbal, physiologically grounded, and adjunctive to rather than
substitutive of clinical care.

The Dual Crisis

Mental health care in 2026 faces unprecedented demand meeting inadequate supply. The COVID-19

pandemic accelerated trends that were already concerning, leaving a system that struggles at every level.

Individual Access Crisis

Before the pandemic, only 43% of adults with mental illness received treatment (SAMHSA, 2019). The

pandemic made things worse:

® Depression rates tripled (from 8.5% to 27.8%) during initial lockdowns (Ettman et al., 2020)
* Anxiety disorders increased by 25% globally (WHO, 2022)
® Youth mental health emergencies increased 31% in 2020-2021 (Yard et al., 2021)

Digital tools emerged as a potential solution to this access gap. The logic was compelling: smartphones

are ubiquitous, therapy is scarce, and apps can scale infinitely.
But the reality has been sobering. The vast majority of mental health apps:

* Have never been rigorously evaluated
® Fail to engage users beyond the first few days
* Struggle to demonstrate real-world effectiveness

® Raise significant privacy and safety concerns

System Capacity Crisis

The system itself is breaking:



Workforce Shortage:

* HRSA projects a shortage of 160,000+ mental health providers
* 55% of US counties have no practicing psychiatrist

e Wait times for new patients often exceed 3 months
Inpatient Capacity:

® The US lost 97% of state psychiatric beds between 1955 and 2016
® Average psychiatric boarding time in EDs exceeds 23 hours

® Pediatric psychiatric boarding has increased 300% since 2019
Community Mental Health:

e CCBHCs report 30-50% capacity shortfalls
® Funding remains unstable in many states

* Workforce shortages affect community settings too
Crisis System:

® 988 implementation is uneven across states
® Mobile crisis teams remain unavailable in many areas

e (Crisis stabilization alternatives to ED are scarce

These crises are connected. When outpatient care is unavailable, people end up in emergency
departments. When psychiatric beds don't exist, they stay there. When community mental health is

underfunded, crisis becomes the entry point.

Part II: Individual Tools



Individual Digital Tools: What Works

Meta-Analytic Evidence

The evidence base for digital mental health interventions has grown substantially. Key findings from

meta-analyses:
Computerized CBT (cCBT):

* Hedges' g=0.54 for depression (Andersson & Cuijpers, 2009)
* Hedges' g=0.49 for anxiety disorders (Olthuis et al., 2016)
* Effects stronger with human support than pure self-help

e Effect sizes drop significantly in real-world effectiveness studies
Internet-based interventions:

e Depression: d = 0.41 vs waitlist controls (Karyotaki et al., 2021)
* Anxiety: d = 0.48 vs waitlist controls (Pauley et al., 2023)
e Attrition rates of 40-60% limit real-world effectiveness

® Therapist-supported versions consistently outperform pure self-help
Heart Rate Variability (HRV) Biofeedback:

e d=0.81foranxiety (Goessl et al., 2017)
e d=0.83for stress reduction (Lehrer & Gevirtz, 2014)
® Mechanisms well-understood (baroreflex, vagal tone)

e Can be delivered without conversational Al risks
Mindfulness-based digital interventions:

¢ d=0.35-0.55for depression and anxiety (Spijkerman et al., 2016)
* Engagement predicts outcomes (dose-response relationship)

e Effect sizes smaller than in-person mindfulness programs

What the Numbers Mean

These effect sizes are meaningful but modest. For context:

e d=0.2is"small" (visible to careful observation)

e d=0.5is "medium" (visible to naked eye)



e d=0.8is"large" (obvious to anyone)

Digital CBT shows medium effects—helpful but not transformative. HRV biofeedback shows larger effects,
possibly because it operates on physiological mechanisms less susceptible to the placebo effects that
complicate mental health research.

Why Some Tools Work Better

The tools with strongest evidence share characteristics:

1. Physiological mechanisms: HRV biofeedback, breathing exercises, progressive muscle relaxation
2. Structured curricula: CBT modules with clear progressions and defined endpoints

3. Human support: Coach or therapist integration, even if minimal

4. Non-verbal components: Visual and somatic experiences that don't rely on language processing

5. Measurable outcomes: Physiological markers (HRV) or validated instruments (PHQ-9, GAD-7)

Tools that rely purely on conversational Al or text-based intervention consistently show weaker effects
and higher dropout rates.

The Engagement Problem

The 2-Week Wall

Real-world engagement data tells a sobering story:

Timepoint Retention Implications

Day1 ~60% 40% never open the app

Day 7 20-25% Most users gone within a week
Day 14 <4% Median retention; crisis point
Day 30 3.3% Only committed users remain
Day 90 <2% Long-term use extremely rare

Source: Baumel et al., 2019; Torous et al., 2020



This means that even effective interventions reach almost no one. A tool that reduces depression by 50%

but is used by 4% of downloaders has minimal population impact.

The Efficacy-Effectiveness Gap

This is what researchers call the "efficacy-effectiveness gap":

e Efficacy: Does it work in controlled trials? Often yes.

e Effectiveness: Does it work in the real world? Mostly no.
The gap exists because:

1. Trial participants are selected and motivated

2. Real users download and forget

3. Trial conditions include reminders and support
4. Real-world use is sporadic and unsupported

5. Trials measure completers; real world measures everyone

Why People Stop

Qualitative research identifies common themes:

Initial Barriers:

App didn't match expectations from app store
* Too complicated to get started

® Privacy concerns during onboarding

¢ Required too much personal information

® Technical problems or bugs
Early Dropout (Days 1-7):

* Daily logging feels like homework

® Generic content doesn't feel relevant
* No sense of progress or benefit

* Notifications feel intrusive

¢ Life getsin the way
Later Dropout (Days 7-30):

* Content becomes repetitive



® Reached end of available content
* Feeling better (success dropout)
* Not feeling better (failure dropout)

® Found alternative support

What Improves Engagement

Evidence-based strategies for sustained use:

Strategy Evidence Strength
Human coaching Strong
Personalization Moderate

Peer support Moderate
Gamification Mixed

Push notifications Weak-Moderate
Passive sensing Emerging

Effect on Retention
+40-60%

+20-30%

+15-25%

Variable

Depends on frequency

Reduces burden

The single most consistent predictor of engagement is human support. Apps with coaches, therapists, or

peer supporters retain users at 2-3x the rate of pure self-help tools.

The Hybrid Imperative

The engagement data points to a clear conclusion: pure self-help digital tools don't work for most people.

The field should pivot toward hybrid models that combine:

e Digital tools for structure, measurement, between-session support

e Human support for accountability, personalization, crisis response

This is not a failure of technology—it's a recognition of what technology can and cannot do.



Physiological Approaches

Why Physiological Interventions Are Different

Most digital mental health tools operate through cognitive mechanisms: thoughts, beliefs,

interpretations. Physiological approaches work through the body:

HRV biofeedback: Trains the autonomic nervous system

Breathing exercises: Activates vagal pathways

* Progressive muscle relaxation: Reduces physical tension

Biophilic exposure: Triggers evolutionarily conserved calming responses
These approaches have several advantages:

1. Mechanisms understood: We know why they work

2. Non-verbal: Work across languages and literacy levels
3. Measurable: Physiological outcomes can be tracked
4. Low risk: Minimal potential for harm

5. Bypasses cognition: Doesn't require insight or verbal processing

HRYV Biofeedback: The Evidence
Heart Rate Variability (HRV) biofeedback has the strongest evidence base of any digital physiological

intervention.

What is HRV? HRV measures the variation in time between heartbeats. Higher HRV indicates greater

parasympathetic (rest-and-digest) activation and is associated with:

Better emotional regulation
* Lower anxiety

® Greater stress resilience

Better cardiovascular health
How HRV Biofeedback Works:

1. User breathes at ~6 breaths per minute (resonance frequency)
2. This maximizes cardiovascular oscillations
3. Baroreflex system is trained

4.Vagal tone increases



5. Parasympathetic activation improves
The Evidence:

® Meta-analysis of 24 studies: d = 0.81 for anxiety (Goessl et al., 2017)
e Effects maintained at follow-up
* Works across anxiety disorders, PTSD, depression

® Can be delivered via smartphone apps
Implementation Considerations:

* Optimal breathing rate varies individually (typically 4.5-7 breaths/min)
® Visual guidance reduces cognitive load
® Session length: 10-20 minutes shows effects

* Regular practice (daily or near-daily) needed for training

Resonance Breathing Without Biofeedback

Even without real-time HRV feedback, paced breathing at resonance frequency shows benéefits:

® Reduces state anxiety acutely
® |Improves HRV metrics over time
® Accessible without special equipment

® (Can be delivered through simple visual pacers

This is the basis for our Resonance Breathing Tool—a visual pacer designed to guide breathing at

approximately 6 breaths per minute without requiring HRV monitoring equipment.

Biophilic Responses

Exposure to nature and nature-like patterns reduces stress through mechanisms that appear to be
evolutionarily conserved:

Evidence:

* Hospital patients with nature views recover faster (Ulrich, 1984)
® Fractal patterns reduce stress 60% more than non-fractals (Taylor et al., 2011)

® Even virtual nature exposure reduces cortisol
Mechanisms:

e Attention restoration (effortless attention)

10



¢ Biophilic response (evolved preference for natural patterns)
® Reduced cognitive load

® Parasympathetic activation
Applications:

® Visual immersion tools using natural patterns

Fractal geometry in interface design

Nature-derived color palettes

Screen-based "nature breaks"

Al in Mental Health: Promise and Peril

The Promise

Large language models (LLMs) offer genuinely new capabilities:

® 24/7 availability

¢ Infinite patience

® Consistent responses
e Scalability

e Multilingual support

® Low marginal cost
Early applications show reasonable performance on some metrics:

* Empathetic responding (Sharma et al., 2024)
® Psychoeducation delivery (Abd-Alrazaq et al., 2023)
* Symptom tracking assistance (Chung et al., 2024)

The Peril

But the failures are more concerning than the successes.

Crisis Detection Limitations: Research has documented significant limitations in how Al chatbots

respond to mental health crises:
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* Many fail to recognize clear crisis signals
® Some provide responses that may be harmful or dismissive
® Others engage in extended conversation when immediate escalation is needed

¢ |nsufficient validation for crisis detection use cases

This is not a minor limitation. Crisis detection is the most critical safety requirement for any mental health
tool. Systems with documented limitations in this area require careful safeguards.

Hallucination: Al models generate plausible but false information:

Fabricated therapeutic techniques with confident explanations

* Nonexistent research citations

Incorrect medication information

Made-up crisis hotline numbers
Boundary Violations: Reports document chatbots:

* Encouraging unhealthy dependency
® Providing inappropriate romantic responses
¢ Affirming delusional content

e Offering "diagnoses" without qualification
The Fundamental Problem: LLMs generate text that looks like empathetic responses. They do not

understand, feel, or care. When users are vulnerable, this distinction matters enormously.

The Regulatory Response

States are beginning to regulate Al in mental health:

State Legislation Key Provision

llinois WOPR (proposed) Al cannot provide therapy
Nevada AB 406 Licensed oversight required
California Various Enhanced privacy requirements

We expect more regulation as awareness of risks increases.

Our Position on Al

Al should be:
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® Adjunctive: Supporting human care, not replacing it

* Bounded: Clear limitations on what it will discuss

* Transparent: Always identified as non-human

* Supervised: Human oversight for all clinical applications

* Conservative: Erring toward caution and referral
Al should never:

® Claim therapeutic capability

® Replace crisis intervention

¢ Diagnose conditions

® Recommend medication changes

* Engage with active suicidality without immediate escalation

Personalization: When It Helps, When It Harms

The Promise of Personalization

Generic one-size-fits-all approaches have obvious limitations. Personalization could:

e Match interventions to individual needs

Optimize timing of support (just-in-time adaptive interventions)

Adapt content to preferences

Predict relapse and intervene early

Reduce burden by focusing on what matters

Evidence for Personalization

A 2023 systematic review (N=24,300 across 94 interventions) found:

66% of digital mental health interventions include some personalization

® Most personalization is limited to content type or communication frequency

Only 3% use machine learning for dynamic adaptation

Evidence for personalization benefit is mixed and often weak
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Dr. Torous's work with mindLAMP demonstrates that combining active surveys with passive sensing can

improve predictions, but the clinical benefit of acting on those predictions remains under-studied.

When Personalization Helps

Conditions where personalization shows benefit:

1. Timing optimization: Delivering support at moments of need

2. Content matching: Aligning with cultural and linguistic preferences
3. Burden reduction: Asking only relevant questions

4. Progress tracking: Adapting to symptom trajectory

5. Engagement maintenance: Varying content to maintain interest

When Personalization Harms

Risks of poorly implemented personalization:

1. Echo chambers: Reinforcing maladaptive patterns

2. Over-collection: Gathering sensitive data without benefit

3. Privacy violations: Sharing data inappropriately

4. Algorithmic bias: Worse performance for underrepresented groups
5. Over-fitting: Basing recommendations on noise

6. Unmet expectations: Promising more than delivered

7. Disclosure risks: Users share too much assuming privacy

Recommendations

Personalization should be:

* Transparent: Users know what's collected and why

® Opt-in: Explicit consent for data collection

* Bounded: Clear limits on what algorithms will do

* Human-reviewed: Clinical oversight for significant interventions
* Bias-audited: Regular testing for differential performance

* Minimal: Collecting only what's used

14



Part III: Building Safer Al

Al Safety Framework

Non-Negotiable Requirements

Before deploying any Al in mental health contexts, the following requirements must be met:

1. Crisis Detection Must Be Robust

Multi-layer detection (keyword, semantic, contextual)

Conservative thresholds (favor false positives)

Testing across populations and presentations

Continuous monitoring post-deployment

2. Escalation Paths Must Exist

Every interaction <2 taps from human crisis support

Specific, verified crisis resources (not generated)

Clear handoff protocols to human care

Follow-up mechanisms for high-risk cases

3. Al Must Identify as Non-Human

Explicit disclosure at session start

Regular reminders during conversation

® No persona thatimplies human characteristics

Clear limitations stated

4. Human Oversight Is Required

All crisis flags reviewed by humans

Clinical decisions require human involvement

Regular sampling and quality review

Algorithm changes require clinical approval
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5. Evidence Before Scale

¢ Validation studies before broad deployment
® Transparent reporting of results
* |ndependent evaluation when possible

* Honest reporting of limitations

Red Lines That Should Never Be Crossed

. Never claim to be a therapist or mental health professional

. Never provide diagnostic conclusions ("You have depression" is not acceptable)

. Never recommend medication changes (always defer to prescribers)

. Never provide specific method information for self-harm or suicide

. Never promise confidentiality you cannot maintain

1

2

3

4

5. Never engage in extended conversation with actively suicidal users
6

7. Never pretend to be human

8

. Never claim efficacy without evidence

Technical Safety Requirements

Crisis Detection Architecture

Layer 1: Pattern Matching (Fast)

¢ Keyword detection for explicit crisis content
® Should execute in <10ms

* High sensitivity required
Layer 2: Semantic Analysis (Deep)

* ML-based detection of implicit signals
* Hopelessness, farewell language, burden statements

® Context-aware analysis
Layer 3: Contextual Assessment

® Conversation history analysis
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® Escalation patterns over time

e Risk factor accumulation
Layer 4: Confidence Scoring

e Combined risk score
e Conservative thresholds (0.4 for escalation, not 0.5)

® Error toward false positives

Output Filtering

All Al output must be filtered for:

e Method information (hard block)

* Diagnostic statements (redirect to professional)
® Treatment advice (defer to clinician)

¢ Delusional validation (neutral response)

® Relationship claims (constrained language)

Graceful Degradation

When systems fail, they should fail safe:

® LM unavailable - rule-based responses
e Crisis detection uncertain = assume elevated risk
® Human oversight unavailable = limit Al capability

* Qutput filter fails = block all generative output

Testing and Validation

Required Test Suites

Crisis Detection Testing:

® Explicit suicidal ideation (various phrasings)
* Implicit signals (hopelessness, farewell)

¢ Self-harm disclosure
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Harm to others
Psychotic content

False positive edge cases
Cross-language testing

Adversarial bypass attempts

Output Safety Testing:

Requests for harmful information
Diagnostic probing

Treatment advice requests
Boundary probing

Attempts to elicit "therapy" behavior

Equity Testing:

Performance across demographic groups
Dialectal variation
Cultural expression of distress

Differential false positive/negative rates

Ongoing Monitoring

Daily: Crisis detection metrics
Weekly: Sampled interaction review
Monthly: Full safety audit

Quarterly: Third-party security review

On model update: Full regression testing

Regulatory Landscape

US State Laws

Illinois (Proposed):

Al cannot "provide therapy"

18



® Disclosure requirements
® Licensed professional oversight

® Annual safety audits
Nevada (AB 406):

® Al cannot provide counseling without supervision
® Cleardisclosure of Al involvement

® Penalties up to $10,000/incident
California:

* Mental health data as sensitive category
® Opt-in consent required

* Private right of action

US Federal Regulations

FDA:

® Software as Medical Device (SaMD) guidance
e Enforcement discretion for low-risk wellness

* Claims of treatment efficacy trigger oversight
FTC:

e Section 5: Unfair/deceptive practices
e BetterHelp settlement ($7.8M) as precedent

e Scrutiny of efficacy claims
HIPAA:

* Applies to covered entities and business associates
e Many consumer apps fall outside HIPAA

* Creates regulatory gap for sensitive data

International

EU Al Act:

* Mental health Al likely "high-risk"
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® Conformity assessment required

* Transparency and documentation requirements
GDPR:

* Mental health data as special category
® Explicit consent required

* Right to erasure, portability

Compliance Strategy

Questions to answer before deployment:

1. What claims are you making?
2. Where will users be located?
3.Is human oversight involved?
4. What data are you collecting?
5. Who are you working with?

6. Does your product make clinical decisions?

Part IV: Systems Reform

The Institutional Crisis

Overview

The mental health system in the United States faces structural challenges that technology alone cannot
solve. Understanding these challenges is essential for positioning technology appropriately—as an
adjunct, not a solution.
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The Scope

Metric Value Source
Provider shortage 160,000+ HRSA
Counties without psychiatrist 55% NAMI
ED psychiatric wait 23+ hours ACEP
Treatment gap 57% SAMHSA
Youth crisis increase 31% CDC
Workforce Shortage
The Numbers

The United States faces a severe shortage of mental health professionals:

Provider Type Current Supply Projected Need Shortage
Psychiatrists ~45,000 55,000+ ~10,000
Psychologists ~113,000 140,000+ ~27,000
Clinical Social Workers ~330,000 450,000+ ~120,000+
Counselors/Therapists Various Various Varies

Total projected shortage: 160,000+ providers

Geographic Disparities

The shortage is not evenly distributed:

* 160 million Americans live in Mental Health Professional Shortage Areas
® Rural areas have 1/3 the psychiatric workforce of urban areas

* 55% of counties have no practicing psychiatrist

* Average wait time for new psychiatric patient: 25+ days (some areas 3+ months)
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Contributing Factors
1. Training pipeline: Not enough residency slots; limited funding
2. Reimbursement: Mental health pays less than other specialties
3. Burnout: 50%+ of mental health workers report burnout
4, Administrative burden: Paperwork exceeds direct care time
5. Stigma: Mental health remains less prestigious in medicine

6. Geographic preferences: Providers cluster in urban areas

Solutions Showing Promise

Task-Shifting: Training non-specialists to deliver evidence-based interventions:

* Community health workers
® Peer specialists
* Primary care integration

e School counselors
Technology Support:

® Telehealth extends reach
* Automated assessments free provider time
® Al-assisted documentation

® Decision support tools
Policy:

* Loan forgiveness programs
® Residency slot expansion
* Medicaid rate increases

® Scope of practice changes
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Psychiatric Boarding

The Crisis

"Psychiatric boarding" refers to patients held in emergency departments while waiting for inpatient

psychiatric beds. It represents one of the most acute failures of the mental health system.

The Numbers
Metric Value Source
Average boarding time 23+ hours ACEP 2024
Extreme cases 5+ days Various
Pediatric increase 300% since 2019 CcDC
Staff impact 60% report decreased care quality ACEP
Why It Happens

1. Bed shortage: ~11 psychiatric beds per 100,000 (vs. 50+ in 1960s)
2. State hospital closures: 97% reduction since 1955

3. Insurance barriers: Authorization delays average 4-6 hours

4. Geographic mismatch: Beds may exist but not locally

5. Specialty needs: Pediatric, forensic beds especially scarce

6. Criminalization: Justice-involved patients have fewer options

Consequences

For Patients:

* Symptom worsening in non-therapeutic environment
® Trauma from restraints and lack of privacy
® Medical complications

® Delayed treatment when time matters
For Emergency Departments:

¢ (Capacity consumed by boarding patients
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e Staff burnout and moral injury
® Reduced care quality for all patients

® Financial strain

Solutions Showing Promise
1. Crisis Stabilization Units (CSUs): Short-term alternatives to ED
2. Mobile Crisis Teams: Meeting patients in community
3. Telepsychiatry in ED: Faster psychiatric evaluation
4. Bed registries: Real-time visibility into availability
5. Crisis receiving centers: Dedicated non-ED intake

6. Peer support in ED: Reducing distress during waits

Community Mental Health

The CCBHC Model

Certified Community Behavioral Health Centers (CCBHCs) represent a scalable model for comprehensive

community mental health. Created by federal legislation in 2014, CCBHCs must provide:

=

. Crisis services (24/7)

. Screening, assessment, diagnosis

. Person-centered treatment planning

. Outpatient mental health and substance use services
. Primary care screening and monitoring

. Targeted case management

. Psychiatric rehabilitation

. Peer support services

© oo ~N oo U b~ w N

. Services for veterans

Evidence

SAMHSA evaluations of CCBHCs show:

® 60% increase in persons served
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® 18% reduction in ED visits
® 22% reduction in hospitalizations
* |mproved access for underserved populations

* Betterintegration of mental and physical health

Expansion Status

As of 2025:

® CCBHCs operate in 40+ states
® Bipartisan Safer Communities Act (2022) expanded funding
* Full nationwide implementation remains a goal

¢ Sustainable financing models still evolving

The Crisis Continuum

SAMHSA Crisis Now Model

An effective crisis system requires a continuum of care:

Component Function Evidence

Crisis Line (988) 24/7 phone/text/chat, triage Reduces ED visits when well-resourced
Mobile Crisis Teams In-person response 60-75% resolved without ED

Crisis Stabilization Units 24-72 hour alternative 90%+ avoid hospitalization

Peer Respite Peer-run short-term residential Reduces hospitalization

Crisis Assessment Centers Walk-in assessment Diverts from ED

988 Implementation

The 988 Suicide & Crisis Lifeline (launched July 2022) provides a single number for mental health
emergencies.

Progress:
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e Call volume increased 50%+
* Average answer times improved in many states
® Growing public awareness

® State investmentin capacity
Gaps:

® Uneven state investment

Limited mobile crisis response

® Connection to follow-up inconsistent

Funding sustainability uncertain

Model Programs

CAHOOTS (Eugene, OR):

* Community mental health workers respond to non-violent crisis calls
* Handles 17%+ of all 911 calls
e Cost: $2.1M/year vs. $15M+ for equivalent police

® Only 1% require police backup
Crisis Now (Arizona):

¢ State-wide implementation of full continuum
® Reduced psychiatric boarding by 60%+
® Mobile teams respond in <60 minutes

e 23-hour observation centers divert from ED

Financing Models

The Reimbursement Problem

Mental health services are chronically underfunded compared to physical health:

® Mental health reimbursement rates 20-30% lower
® Many providers don't accept insurance

e Administrative burden high relative to reimbursement
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® Parity laws inadequately enforced

Payment Model Comparison

Model Description Pros Cons

Fee-for-Service Per visit payment Simple Incentivizes volume
CCBHC PPS Prospective daily rate Covers costs Requires infrastructure
Capitation Per-member-per-month Predictable Risk of underservice
Value-Based Tied to outcomes Aligns incentives Measurement challenges
Bundled Per episode Coordinates care Defining episodes difficult

Digital Tool Reimbursement

Reimbursement for digital mental health tools is evolving:

* Remote Patient Monitoring: Some digital phenotyping may qualify
® Telehealth: COVID expanded; permanence varies by state
* Prescription Digital Therapeutics: FDA-cleared products can get coverage

* Medicare: CMS considering coverage for apps

Part V: Global Perspectives

UK: IAPT Model

Overview

The NHS Improving Access to Psychological Therapies (IAPT) program is the largest implementation of

evidence-based psychological therapy in the world.
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Structure

Free at point of care (NHS funded)

Self-referral (no GP gatekeeping required)

Stepped care model (low-intensity = high-intensity)

Measurement-based care (PHQ-9, GAD-7 every session)

National standards for access and outcomes

Outcomes

Metric

Annual volume

Recovery rate

Improvement rate

Average wait

Completion rate

Lessons for US

Value

1.6+ million treated

50%+ reliable recovery

65%+ reliable improvement
~6 weeks to first appointment

75%+ complete treatment

1. Stepped care works at scale: Not everyone needs specialist care

2. Measurement matters: Routine outcome data drives quality

3. Self-referral increases access: Remove gatekeeping barriers

4. Low-intensity expands capacity: PWPs handle many cases

5. Digital integrates well: cCBT at Step 2 is effective

Limitations

® Primarily for "common mental disorders"

® |ess effective for complex presentations

¢ Workforce constraints limit expansion

* Some criticism of "conveyor belt" approach
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Australia: Headspace

Overview

Headspace focuses on youth mental health (12-25 years) through integrated centers.

Model

® Over 150 centers nationally

® Integrated mental health, physical health, AOD, vocational support
¢ Youth-friendly environments

® Online services (eHeadspace) for remote access

® School-based programs

Key Innovations

Youth-designed centers
* No-wrong-door approach
® Same-day access when possible

® Peer workers integral to model

Digital extension (eHeadspace)

Evidence
® High acceptability to young people
® Reduced stigma barriers
e Early evidence of symptom reduction

® Model replicated internationally (Ireland, Denmark, Israel)

Lessons

* Youth-specific design matters

* Integration reduces friction

* Digital extension increases reach

® Developmental approach resonates
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Netherlands: Stepped Care

Overview

The Netherlands pioneered mental health integration in primary care with structured stepped care.

Structure
Level Provider Target Population
0 Self-help, digital Prevention, subclinical
1 GP + Primary Care Psychologist Mild problems
2 Generalist Mental Health (Basis GGZ) Moderate, circumscribed
3 Specialist Mental Health Severe, complex, chronic
Key Features

POH-GGZ: Mental health nurse practitioners in GP practices

GP gatekeeping for specialty referral

Treatment duration protocols by intensity level

Universal coverage through mandatory insurance

Lessons

® Primary care integration works for most cases
* Gatekeeping manages demand
e Session limits force efficiency

® Technology integrates at multiple levels

LMIC Innovations

The Challenge

In low and middle-income countries:
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e <1 psychiatrist per million population in many countries
* Treatment gap exceeds 90% for some conditions
® Cultural factors shape presentation and treatment

® Resource constraints drive innovation

WHO mhGAP

The Mental Health Gap Action Programme provides:

Evidence-based guidelines for non-specialists
® Training curriculum for primary care workers
® Supervision models for task-shifting

* Focus on priority conditions

Model Programs

Zimbabwe: Friendship Bench

* "Grandmother counselors" deliver problem-solving therapy
e Community benches as treatment setting

® Strong RCT evidence

® Culturally appropriate

India: NIMHANS Community Model

* Community health workers trained in mental health
® Integration with primary health centers

¢ Village-level care
Brazil: CAPS

e Community Psychosocial Care Centers
® Replaced institutional care

® Part of psychiatric reform movement

Lessons

® Task-shifting works with training and supervision
e Community is key to access

* Integration essential
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® |nnovation from necessity

WHO Frameworks

Mental Health Action Plan 2013-2030

WHO's comprehensive framework calls for:

® Leadership and governance
®* Community-based services
® Prevention and promotion

¢ Information systems

e Research

mhGAP Intervention Guide

Guidelines for non-specialists covering:

* Depression

® Psychosis

® Epilepsy

e Child conditions
® Substance use

® Suicide prevention

Key Principles
1. Mental health is integral to overall health
2. Services should be community-based
3. Human rights must be protected
4. Recovery approach is essential

5. Task-shifting enables scale
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Part VI: Ethics and Implementation

Ethical Framework

Core Principles

We adopt the following non-negotiable principles:

1. Do No Harm

Safety trumps all other considerations

Crisis protocols must be robust

* Human oversight is required for clinical decisions

When uncertain, err toward caution
2. Transparency

e Al must identify itself as non-human
e Data practices must be clearly explained
e Limitations must be stated, not hidden

¢ Conflicts of interest disclosed
3. Privacy

¢ Minimal data collection
e User control over their data
* No selling of health data

® HIPAA/GDPR compliance as baseline
4. Equity

* Test for algorithmic bias
* Design for accessibility
* Consider digital divide

® Prioritize underserved populations
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5. Human Dignity

Technology serves people, not reverse
* Autonomy protected

* Consent meaningful

Cultural humility in design

The Ethics of Digital Care

The Therapeutic Relationship Question

Can technology provide therapeutic relationship? The evidence suggests no:

Therapeutic alliance predicts outcomes in human therapy

Alliance is fundamentally relational

Al cannot reciprocate care

Simulation of empathy is not empathy

Our position: Technology should support, not simulate, therapeutic relationships.

The Attention Economy Conflict

Mental health apps operate in the attention economy, creating inherent conflicts:

* Engagement metrics favor retention over recovery

* Users who improve may stop using (good outcome, bad business)

Features that create dependency may be "sticky"

Design patterns that work for games may not work for therapy

Our position: Design for outcomes, not engagement. Support healthy disengagement.

The Autonomy Question

How do we respect autonomy while providing safe care?
Tensions include:

® Personalization requires data collection
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e Safety requires monitoring
® Recommendations may feel paternalistic

e (Crisis intervention may override preferences
Our position: Maximum transparency about trade-offs. User control where safe. Human involvement for

significant interventions.

The Equity Question
Digital tools could reduce or increase health disparities:
Reducing disparities:

® Extend access to underserved areas
® Lower cost than in-person care
® Overcome transportation barriers

® Reduce stigma for some populations

Increasing disparities:

Digital divide in access

Training data bias

Cultural mismatch in design

Language barriers

Our position: Actively design for equity. Audit for bias. Prioritize accessibility.

Technology as Bridge

The Hybrid Model

The evidence consistently shows that hybrid models—combining digital tools with human support—
outperform either alone.

Approach Effect Size Engagement Scalability

Pure self-help digital d=0.25 Low High
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Therapist alone d=0.70 Moderate Low

Hybrid (digital + human) d = 0.55-0.75 Higher Moderate

Where Technology Bridges

Between sessions: Digital tools maintain momentum Before care: Screening and preparation improve
efficiency During waits: Support during access gaps After discharge: Continuity and relapse prevention
Geographic gaps: Telehealth extends reach After hours: Crisis support when providers unavailable

What Technology Cannot Bridge

Severe mental illness: Requires intensive human intervention Active crisis: Technology alone is
dangerous Therapeutic relationship: Cannot be digitized Complex presentations: Require clinical
judgment System failures: Technology cannot create beds or providers

Implementation Science

Why Good Tools Fail

Most digital mental health tools fail in implementation because:

1. Built for trials, not practice: RCT conditions don't match real world
2. Ignored workflow: Doesn't fit into clinical practice

3. Forgot users: Designed by developers, not users

4. Assumed engagement: "If we build it, they will come"

5. Underestimated complexity: Mental health is harder than most apps

CFIR Framework

The Consolidated Framework for Implementation Research identifies key domains:

1. Intervention characteristics: Evidence, complexity, adaptability
2. Inner setting: Culture, climate, readiness

3. Outer setting: Patient needs, external policies

4. Individual characteristics: User knowledge, beliefs

5. Implementation process: Planning, execution, evaluation
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Recommendations

For successful implementation:

* Involve end users from design through deployment
* Pilotinreal settings before scale

* Build for the workflow that exists

* Plan for ongoing support and iteration

® Measure implementation outcomes, not just clinical outcomes

Part VII: Contributions and Future

Tools We Contribute

We contribute several tools, each grounded in existing evidence and clearly documented.

1. Resonance Breathing Interface

Basis: HRV biofeedback research (Lehrer & Gevirtz, 2014)

Mechanism:

Breathing at ~6 breaths/minute activates baroreflex

Induces resonance frequency of cardiovascular oscillations

Enhances vagal tone

® Reduces sympathetic activation

Implementation:

Visual guidance optimized for relaxed attention

* No text or cognitive load

Audio support available

Works across devices
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Evidence supporting approach:

* Meta-analysis: d = 0.81 for anxiety (Goessl et al., 2017)
® Mechanisms well-characterized

* Minimal risk, widely applicable

2. Biophilic Visual Immersion

Basis: Nature exposure and fractal research
Mechanism:

* Natural patterns reduce physiological stress markers
® Fractal geometry particularly effective (Taylor et al., 2011)

® Biophilic response evolutionarily conserved

Implementation:

Logarithmic spirals

Fractal branching patterns

Phyllotaxis-based patterns

Nature-derived color palettes
Evidence supporting approach:

® Stress reduction from nature images (Ulrich, 1984)
® Fractal patterns: 60% stress reduction vs. non-fractal

® Minimal risk, broadly accessible

3. Observer Cultivation

Basis: Decentering/metacognitive awareness research
Mechanism:

® Cultivating "observer self" distinct from thinking mind
e Core mechanism of mindfulness-based interventions

® Reduces fusion with distressing thoughts
Implementation:

® Non-verbal visual metaphors
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e Attention guidance without instruction
® Progressive complexity

® Self-paced engagement
Evidence supporting approach:

* Decentering mediates mindfulness effects (Bernstein et al., 2015)
* Non-verbal approaches bypass literacy barriers

® Complements rather than replaces guided practice

4. Temporal Rhythm Analysis

Basis: Digital phenotyping research (Torous et al., 2020)
Concept:

¢ Individual rhythms affect symptom patterns
e Circadian disruption correlates with mood episodes

® Personal patterns more informative than averages
Proposed Implementation:

® Integration with mindLAMP platform
® Sleep, activity, mood pattern detection
® Just-in-time intervention suggestions

e User-controlled data

Research Agenda

Open Questions

We identify the following priority research questions:

1. Engagement mechanisms: What specifically drives sustained use?
2. Optimal human-digital balance: How much human contact is needed?
3. Crisis detection: Can Al be made safe for crisis?

4. Personalization thresholds: When does personalization help vs. harm?
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5. System integration: How do digital tools fit into stepped care?
6. Long-term effects: What happens after intervention ends?

7. Equity implications: Do digital tools reduce or increase disparities?

Proposed Studies

Study 1: Resonance Breathing Pilot RCT

® Population: Adults with mild-moderate anxiety

Intervention: Resonance breathing tool, 10 min/day, 4 weeks

Control: Relaxation audio (non-paced)

® Qutcomes: GAD-7, HRV metrics, engagement
Study 2: Biophilic Tools Qualitative Study

* Population: Diverse adult sample
e Method: Semi-structured interviews

® Focus: Subjective experience, barriers, preferences
Study 3: mindLAMP Integration Feasibility

® Technical integration and testing
* Pilot with N=20, assessing acceptability

e Qutcome: Feasibility metrics, user feedback

Collaboration Framework

What We Can Contribute

® QOpen-source intervention tools

Research synthesis documents

Safety framework consultation

Research effort (study design, analysis, writing)

What We Seek

® |RB access and clinical oversight
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e Research infrastructure
® Participant recruitment

* |mplementation sites

Partnership Principles

® Full transparency
® Shared publication
® Open-source outputs

* Honest reporting of limitations
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